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Introduc9on  

This Explanatory Memorandum explains the background, purpose and opera1on of the Model Law 
on the Registra1on of Algorithmic Decision Systems.   1

It is divided into 3 main parts: 

1. Regulatory background: algorithms in the public sector. 

2. Objec1ves of the Model Law. 

3. Core features of the Model Law  

1. Regulatory background: Algorithms in the Public Sector 

The public sector has a unique economic and social profile which creates scalable opportuni1es for 
the deployment of algorithmic decision systems (ADS): holding cri1cal regulatory and distribu1ve 
func1ons; and requiring bulk consump1on of goods and services. The roll-out of ADS in the public 
sector promises greater accuracy, predictability and fairness in the delivery of public services, 
reduces the public sector’s fiscal burden and may boost domes1c innova1ve industry. 

Because governments are very-highly regulated en11es, preparing for algorithmic government 
requires building legal and regulatory systems around the deployment of ADS in the public sector.  

Although privacy law regimes create some legal rules for governments concerning the collec1on, 
storage and use of personal data, there are few established legal frameworks which expressly apply 
to ADS usage in the public sector. Emerging global prac1ce appears to favour regimes which impose 
transparency requirements on governmental use of ADS. Major global municipali1es, including 
Amsterdam, Helsinki and New York City, have created algorithm registra1on systems to publish and 
scru1nise public sector ADS (See: “Amsterdam Algorithm Register”; “Helsinki Algorithm Register”; 
“New York City Automated Decision Systems Task Force”). 

Developing similar legal frameworks for na1onal governments should be guided by a number of core 
priori1es: 

1. Community: Building ci1zen trust and legi1macy in algorithmic public service delivery. 

2. Innova9on and economic development: Ensuring innova1ve technologies underpin e-
government by crea1ng efficient markets in public sector procurement. 

3. Risk management Accurately forecas1ng, managing and building resilience against legal and 
opera1onal risk for government. 

 The Model Law was designed by Dr Will Bateman (ANU) as part of the research project “Regula1on of AI in 1

the Public Sector” funded by the Minderoo Founda1on and headquartered at the Australian Na1onal 
University (Humanising Machine Intelligence Grand Challenge Project and the ANU College of Law). 
Exposure drags of The Model Law were workshopped with key stakeholders in public, private and voluntary 
sectors. The author is grateful to the par1cipants in those workshops and a summarized report of those 
workshops is contained in the Annexure.
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2. Objec9ve of the Model Law 
The Model Law creates a legal framework for the audi1ng, risk management, systema1sa1on and 
transparency of ADS use by public sector agencies. It designed with the objec1ve of promo1ng 
(Art 1.1):  

a. Ci&zen awareness of the digital transforma&on of government ac&vi&es;   

b. Efficient and effec&ve deployment of advanced technology in the public sector;  

c. Protec&on of basic rights of ci&zens; and  

d. Transparency, accountability and fairness in the adop&on of ar&ficial intelligence in the 
public sector. 

Each of those objec1ve aim to achieve the following core priori1es of ADS roll-out within 
government: 

Community: building trust and legi1macy in algorithmic government by ensuring the 
quality/legality of ADS decision-making. 

Innova9on and economic development: boos1ng efficiency and innova1on in public sector 
technology by requiring transparency and audi1ng of ADS used by public sector en11es.  

Risk management: permiing the early iden1fica1on and resolu1on of legal, opera1onal and 
policy risk in the use of ADS through systema1c review of ADS deployment by legal, policy, 
opera1onal and technical specialists. 
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3. Core features of the Model Law 
The Model Law has 4 core features. 

1. Crea1on of a Register of Algorithmic Decisions Systems. 

2. Obliga1ons on government agencies and private sector bodies exercised out-sourced 
government authority to register certain details of ADS. 

3. Rules for publica1on of the Register and exemp1ons from publica1on for par1cularly 
sensi1ve ADS. 

4. Legal consequences of non-registra1on. 

3.1. Crea9on of the Register of Algorithmic Decision Systems  
  
The Model Law creates a “Register of Algorithmic Decision Systems” (Art 2) and “Algorithmic 
Decision-System” is defined (Art 1) as a: 

computerised system for: 

a. making decisions; or 

b. which materially impacts the making of decisions. 

The Register provides an enduring record of ADS used to deploy public services. At a technical level, 
the Register is composed of “entries” detailing the following majers about ADS used by public sector 
bodies: 

a. The legal authority sought to be exercised through the use of the Algorithmic Decision-
System;  

b. The name and official &tle of the person responsible for the supervision of the Algorithmic 
Decision-System;  

c. The technical specifica&ons of the Algorithmic Decision-System;  

d. A simplified descrip&on of the technical specifica&ons of the Algorithmic Decision-System; 
and  

e. A statement concerning the impact of the use of the Algorithmic Decision-System on legal 
rights and responsibili&es. 

The “technical specifica1on” element is defined to include: 

a. the objec&ves of the Algorithmic Decision-System; 

d. any Data used in developing or opera&ng the Algorithmic Decision-System; 

e. the criteria for evalua&ng the performance of the Algorithmic Decision-System; and 

f. any processes used in the monitoring or review of the Algorithmic Decision-System.  

The Register entries will create an enduring record of ADS used by public sector en11es, permiing a 
cri1cal bank of authorita1ve knowledge regarding the use of ADS by public sector agencies, 

5



accessible by the whole of government, enterprises engaging in public sector procurement processes 
and (in some cases) the general public. 

3.2. Obliga9ons to enter ADS details onto Register 

The Model Law imposes obliga1ons on entering details of ADS onto the Register (Art 3). Those 
obliga1ons fall on en11es both inside and outside tradi1onal government agencies that use ADS to 
exercise public authority. 

Ar1cle 1 provides the defini1ons that iden1fy the en11es which have obliga1ons to enter ADS details 
onto the Register: 

Agency means a government en&ty exercising public authority, including (without limita&on) 
a natural person, collec&ve body (whether incorporated or not), authority, tribunal or court, 
established, appointed or performing the du&es of an office established for a public purpose, 
whether or not established by or under legisla&on 

Organisa,on means a natural person, body corporate, partnership, any other 
unincorporated associa&on or trust that exercises public authority and is not an Agency. 

The substan1ve registra1on obliga1ons in Art 4.2 mirror the content of the Register in Art 2: 

1. Any Agency or Organisa&on that proposes to exercise public authority through the use of 
an Algorithmic Decision-System must enter the following maOers onto the Register:  

a. The legal authority sought to be exercised through the use of the Algorithmic 
Decision-System;  

b. The name and official &tle of the person responsible for the supervision of the 
Algorithmic Decision-System;  

c. The Technical Specifica&ons of the Algorithmic Decision-System;  

d. A simplified descrip&on of the Technical Specifica&ons of the Algorithmic Decision-
System; and  

e. A statement concerning the impact of the Algorithmic Decision-System on legal 
rights and responsibili&es. 

The registra1on obliga1ons in Art 4 are broadly framed and ensure that a comprehensive archive is 
created of all ADS which are used to exercise public authority. 

The registra1on requirement does not, however, capture all algorithms used by public sector 
en11es. Registra1on only applies to ADS which are used “to exercise public authority”, a concept 
which turns on the defini1on of “exercises legal authority” (Art 1):  

exercise of legal authority means the discharge or exercise of any obliga&on or power under 
legisla&on (including a cons&tu&on, other organic law, treaty, parliamentary or delegated 
legisla&on) or the general law (being principles and rules stated by judicial, and other 
authorita&ve, bodies). 

exercise of public authority means the exercise of legal authority for a public purpose. 

An example of an ADS which would not need to be registered would be an algorithm which opens 
boom-gates or scans security passes at an Agency carpark. Such an ADS would not involve the 
discharge of any obliga1on or powers under legisla1on for a public purpose. 
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An example of an ADS which would need to be registered would be an algorithm which opens 
passenger gates at an immigra1on check-point simultaneously with gran1ng a visa. Such an 
algorithm would involve the exercise of a legal power under immigra1on legisla1on for a public 
purpose. 

3.2.1. Pre-registration system development, auditing and risk 
management 

In order to comply with the registra1on obliga1ons in Art 4, public sector en11es must undertake a 
process of legal, policy and opera1onal audit. Rather than specifically prescribe the audit process, Art 
4 leaves Agencies and Organisa1ons significant freedom of ac1on to determine how an audit process 
should be carried out. 

The registra1on requirements in Art 4 do, however, require that the end point of such an audit 
iden1fy the legal authority sought to be exercised by an ADS, the human being responsible for the 
ADS, the ADS methods and the impact of the ADS on legal rights and responsibili1es.  

Through the process of carrying out that audit, the relevant en1ty must engage in several layers of 
review (legal, technical and policy) which bolster the resilience of the eventual deployment of the 
ADS in public service delivery. 

3.3. Publica9on and exemp9on from publica9on 

The general posi1on established by the Model Law is that all entries on the Register should be 
published and made available to the general public (Art 2.7 and Art 3.1). The requirements to 
register technical specifica1ons do not require the disclosure of trade secrets, but technical methods 
and objec1ves which are familiar parts of other public register systems, including those rela1ng to 
patents and therapeu1c goods. 

An exemp1on to the general publica1on rule is provided (Art 3.2) for ADS which pertain to the 
Armed Forces, Na1onal Security and Public Security, each of which is defined expansively in Art 1.2. 
The exemp1on requires the public authority administering the Model Law to determine that 
publica1on of entries rela1ng to those ADS “would cause serious harm to the na1onal interest”. If 
such a determina1on is made, the entries are not published and the determina1on is to be 
published.  

3.4. Consequences of non-registra9on 

The Model Law imposes concrete legal consequences for non-registra1on of ADS (Art 5): 

1. Any aOempted exercise of legal authority by an Agency through the use of an Algorithmic 
Decision-System that is not registered under Art 4 is of no legal force or effect.  

2. Any aOempted exercise of public authority by an Organisa&on through the use of an 
Algorithmic Decision-System that is not registered under Art 4 is of no legal force or effect. 

Those clear rules are designed to provide very strong ins1tu1onal incen1ves to comply with the 
registra1on requirement and to ensure clarity for ci1zens and enterprises engaging with 
government. 
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Those legal rules do not, however, displace the opera1on of other legal regimes (such as human 
rights law and an1-discrimina1on law) which may otherwise impose legal obliga1ons on Agencies 
and Organisa1ons using ADS. 
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Annexure A: Consultation Report 
Between January and April 2020, 15 consulta1ons sessions were conducted on “beta” versions of the 
Model Law on the Registra1on of Algorithmic Decision-Systems.  

Purpose: The consulta1ons’ core purpose was to gather expert views from domain-specialist 
organisa1ons on the Model Law. The consulta1ons replaced the Intensive Workshops which were 
too difficult to convene given complica1ons caused by COVID-19. 

Scope: Organisa1ons from the public and private sectors were consulted, as were academic experts 
in universi1es and non-profit research bodies:  

➢ The Office of the Commonwealth Ombudsman 

➢ The Office of the New South Wales Ombudsman 

➢ The Australian Taxa1on Office 

➢ PwC Australia 

➢ Boston Consul1ng Group 

➢ Ernst and Young 

➢ The Gradient Ins1tute 

➢ The Australian Na1onal University 

➢ The University of Sydney 

➢ Reset Tech Australia 

➢ Boab AI (Artesian Capital) 

Method: Par1cipants were sent drag copies of the Model Law, the Legal Audit of Ar1ficial 
Intelligence in the Public Sector and a set of consulta1on prompts. Dr Bateman then conducted in-
person or virtual (Zoom-based) consulta1ons with par1cipants. Most of those consulta1ons lasted 
between 1-2hrs and were wide ranging discussions of the detail and policy objec1ves of the Model 
Law. 

Confiden9ality: Most of the consulta1ons were conducted on the basis of the “Chatham House 
Rule”: par1cipants agreed that their comments on the Model Law drags they reviewed could be 
published on condi1on that their iden1ty (and the iden1ty of their organisa1on) would remain 
confiden1al. To avoid impliedly revealing which consulta1ons were conducted under the Chatham 
House Rule the responses reported in this Annexure are anonymised.  

Outcome: the consulta1ons were cri1cally important in refining and perfec1ng the Model Law. As 
indicated in the following consulta1on report table, both posi1ve and nega1ve feedback led to 
important changes of the system of registra1on implemented by the Model Law, in addi1on to 
promo1ng reflec1on on the Model Law’s core objec1ves, benefits and likely “real world” impact.  

9



Model Law element Consulta9on comments Response

Defini1on of “Data” 
(Art 1(2))

Par1cipants noted that “data” means 
more than simply “informa1on used in 
the opera1on of an algorithmic 
decision system (ADS)”, it also means 
informa1on used in building, tes1ng 
and valida1ng the ADS.

The defini1on of “Data” was expanded 
to incorporate those comments.

Defini1on of “ADS” 
(Art 1(2))

Several par1cipants queried whether 
the focus on the “opera1on of a 
computer” in the defini1on of an 
“ADS” is helpful? What about 
bureaucra1c processes that are 
automated by en1rely manual 
processes: ie, person assigns scores 
and writes those scores down a piece 
of paper which is then processed by 
another person? 

This is a good point, but (as explained 
in the Legal Audit) the core challenge 
addressed by the Model Law is the 
imbalance in cogni1ve capaci1es 
created by public officials using 
advanced computerised technologies. 
For that reason, the defini1on of ADS 
will remain focused on digital 
computers, rather than manual human 
processes.

Defini1on of 
“Technical 
Specifica1ons” (Art 
1(2))

A number of par1cipants noted that 
the ini1al defini1on (“technical 
characteris1cs…including sogware, 
hardware and Data”) was unhelpfully 
broad. The most important things to 
know about the technical opera1on of 
ADS are the: objec1ves of the ADS; the 
processes used to measure 
performance and success; and the 
systems for monitoring the opera1on 
of the ADS.

The defini1on of “Technical 
Specifica1ons” was significantly 
expanded in response to the concerns 
raised by par1cipants to include 
explicit references to objec1ves, 
performance standards, and 
monitoring systems.

Ownership of the 
“Register” (Art 2 and 
Art 6)

Par1cipants noted that it was unclear 
whether the Model Law envisaged 
ul1mate regulatory responsibility for 
the Register lying with a new central 
agency, an exis1ng central agency, or 
with each individual Agency or 
Organisa1on that uses ADS. Views for 
and against centralisa1on of 
responsibility were presented, 
including: centralisa1on would 
maintain consistent standards in 
registra1on and ensuring that a there is 
a “single source of truth” for ADS; 
conversely centralisa1on could be 
responded to nega1vely by exis1ng 
agencies, given the currency absence 
of centralised oversight of public sector 
processes, and impose unreasonable 
administra1ve burdens on a central 
agency. 

A compromise between centralised 
and local responsibility for the Register 
is preferrable. Art 3 of the Model Law 
provides for a registra1on system in 
which a single register is maintained by 
an iden1fied agency (which may be 
newly created or exis1ng). Art 4 
imposes obliga1ons on individual 
Agencies and Organisa1ons to make 
entries on the Register. Thereby, the 
obliga1on to register is localised, while 
the maintenance and supervision of 
the Register is centralised. 
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Publica1on rules (Art 
3)

Several par1cipants noted that the 
default rule for publishing all ADS with 
a very limited exemp1on for ADS 
concerning the Armed Forced, Na1onal 
Security and Public Security would 
have perverse effects. The most 
commonly cited problem was ADS 
which are explicitly designed to detect 
and respond to fraud and regulatory 
evasion/arbitrage must remain secret 
otherwise they will fail to work.

Responding to these comments raised 
extensive and interes1ng discussion 
during the consulta1ons. Ul1mately, it 
was decided to maintain the default 
publica1on rule with the narrow 
exemp1on. The requirement to publish 
the details of ADS on the Register does 
not require the relevant Agency or 
Organisa1on to publish the source 
code or give away “the secret” of an 
ADS. Disclosure of the core func1ons 
and data underlying fraud detec1on 
and regulatory evasion ADS is s1ll an 
important objec1ve which should 
outweigh the interests of complete 
secrecy. 

Exemp1on rules (Art 3 
and Art 6)

It was contended by several 
par1cipants that giving a single agency 
responsibility for maintaining the 
register and providing also exemp1ons 
based on the armed forces, na1onal 
defence and public security was 
unrealis1c. The major concern was that 
the “harm to the na1onal interest” 
criterion raised issues which were too 
complex and sensi1ve to be dealt with 
by the same agency which 
administered the Register.

The concerns raised are very valid, but 
the exemp1on scheme provided in Art 
3(2) does not foreclose administra1ve 
solu1ons to the iden1fied problems. 
For example, armed service experts 
could be seconded to the Prescribed 
Registra1on Authority to advise on the 
relevant harm to the na1onal interest 
in publishing the details of ADS used by 
the army, navy or air force. For that 
reason, the exemp1on regime in Art 3 
remains unchanged.

Obliga1on of register 
(Art 4)

A major point of discussion with all 
par1cipants was whether the technical 
capacity existed in government 
agencies to comply with the 
registra1on requirements set out in the 
Model Law. The concern was expressed 
that there is generally a lack of “360 
review” of proposed ADS use by policy, 
legal, opera1onal and technical teams 
in agencies. The lack of that review 
stemmed from a lack of exper1se 
within agencies to assess policy, legal 
and opera1onal risk from a technical 
perspec1ve.

A core objec1ve of the Model Law is to 
create a hard regulatory incen1ve for 
agencies to build technical capacity 
that may currently be lacking. For that 
reason, no changes were made to the 
Model Law to accommodate the 
concerns about a lack of exper1se. 
There was general agreement among 
par1cipants that developing the 
necessary exper1se would require a 
shared effort between public and 
private sector bodies. 

	 11



Consequences of 
registra1on (Art 5)

Some par1cipants commented on the 
heavy legal consequences for using an 
unregistered ADS provided by Art 6 of 
the Model Law: that any such use 
would be of no legal force or effect. 
Various less invasive op1ons were 
mooted, including a rule which only 
imposed legal liability for unregistered 
ADS use that caused harm and 
removing any nega1ve legal 
consequence altogether for that 
registra1on would be a purely 
procedural legal process with no 
substan1ve impacts.

The concerns raised are valid. The 
consequences for using an 
unregistered ADS are harsh, absolute 
and may impose heavy liabili1es on 
government agencies and outsources 
public service providers. That harsh 
effect is desirable and deliberate. It 
provides a concrete and hegy incen1ve 
for public sector bodies to comply with 
the registra1on requirements and to 
develop technical and administra1ve 
capaci1es to understand and audit ADS 
before they are implemented. For 
those reasons, the strict legality rules 
in Art 5 are maintained.
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